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ABSTRACT

Dimensionality reduction techniques are broadly ecatrized as feature extraction and feature selactibeature
extraction techniques select features in the traimséd space while feature selection techniquesispoffinding a subset
of original features or variables that is optimairfa given criterion for adequate representationtbé& whole data.
Principal Component Analysis (PCA) is often the tre@snmon choice for reducing dimensionality of naafiate data
through feature extraction. However, dimensionaligduction using PCA does not provide a real reaunctof
dimensionality in terms of the original variablesnce all of the original variables are used in jaction to the lower
dimensional. Several criteria have been proposeddtecting the best subset of features which casguve the structure
and variation of the original data. However, littis known about the applications feature selecttenhniques in
agricultural and biological research where many reg@ments are taken on each individual. In the gmesstudy,
applicability of matrix correlation based featurelsction techniques has been examined for ideatific of informative
and redundant features in wheat data. RV-coeffiojRobert and Escoffier, 1976) and Yanai's Geriezeal Coefficient of
Determination (Ramsay et al., (1984) have been usemheasure the similarity between two data masricBubsets
selected using different criteria have been comgaire terms of the measure of overall predictivacifiicy. For
identification of important features, secondary alaff 67 wheat genotypes recorded for 14 charadtensee been used.
Models built with subset of best features are etguenot only to reduce the model complexity bub aéjuire less time

and resources.
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